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Abstract 

Pasteurization of dairy products using the low temperature, long time (LTLT) method is a simple and cost-effective 
heat treatment that requires minimal investment, making it suitable for small-scale milk production. However, the 
cooling stage of pasteurization is often overlooked and rarely considered in process design. This study aims to 
evaluate heat transfer during the cooling phase of a batch pasteurization process, modeled as two concentric, 
vertically enclosed cylinders filled with water. For the experiment, the outer enclosure was maintained between 2 
ºC and 4 ºC —close to the water density inversion temperature (3.98 ºC)—while the inner enclosure ranged from 
63 ºC to 4 ºC. The process was simulated using conjugate heat transfer solvers within the OpenFOAM Finite Volume 
Method framework. Various water density models were analyzed, compared, and validated against experimental 
data. Models lacking a density inversion point to accurately simulate this process underestimated the time required 
for the inner enclosure to reach the final temperature (4 ºC). 

Keywords: Conjugate heat transfer; Density-inversion; Finite volume method; Natural convection; Computational 

fluid dynamics. 
 

Resumen 

La pasteurización de productos lácteos mediante el método de baja temperatura y tiempo prolongado es un 
tratamiento térmico simple y eficaz que requiere de baja inversión, siendo atractivo para la producción de leche a 
baja escala. Sin embargo, en su diseño del proceso el período de enfriamiento de la pasteurización a menudo no 
es considerado. El objetivo de este trabajo fue evaluar la transferencia de calor entre dos cilindros cerrados 
verticales concéntricos llenos de agua durante el proceso de enfriamiento de un tratamiento térmico discontinuo. 
Para este proceso, la temperatura del recinto exterior osciló entre 2 ºC y 4 ºC, cerca de la temperatura de inversión 
de la densidad del agua (3,98 ºC), mientras que la temperatura del recinto interno osciló entre 63 y 4 C. Esto se 
simuló utilizando el método de volumen finito del sofware OpenFOAM mediante algoritmos para transferencia de 
calor conjugados. Se analizaron, compararon y validaron el uso diferentes modelos de densidad del agua para la 
simulación con datos experimentales. Los modelos de densidad que no tenían punto de inversión no pudieron 
modelar este proceso con precisión y subestimaron el tiempo que requiere el recinto interior para alcanzar la 
temperatura final (4 ºC). 

Palabras claves: Transferencia de calor conjugado; Inversión de densidad; Método de volumen finito; Convección 

natural; Fluidodinámica computacional. 

 
1. Introduction 
Long-time low-temperature (LTLT) milk 
pasteurization is a traditional, simple and 
effective heat treatment used to reduce 
mesophilic bacteria populations and eliminate 
pathogenic microorganisms, thereby 
enhancing the shelf-life and ensuring 
consumer safety [1]. The method involves 
rapidly heating the dairy product to 63 °C, 
maintaining this temperature for 30 minutes, 

and subsequently cooling the product quickly. 
However, in settings involving small-scale 
regional production, limited technical 
expertise, or restricted access to modern 
equipment and utilities, a slight modification 
of the conventional LTLT method can simplify 
the process. One of the most practical and 
hygienic adaptations is to pasteurize pre-
packaged dairy products, thus minimizing the 
risk of post pasteurization contamination 
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during or after packaging [2]. An alternative 
method is pot pasteurization; however, 
Dumaslisle, P. et al. (2005) [3] reported that 
Escherichia coli and other bacteria may 
survive this form of heat treatment. Beyond 
milk, the LTLT method has also been applied 
successfully to other food products, including 
raspberry pulp [4] and crushed tomato [5]. 
There is limited information available on the 
cooling stage of LTLT pasteurization for dairy 
products, as most research has primarily 
focused on the heating process [5]. According 
to regional regulations such as the Argentine 
Food Code [6], the cooling process should be 
as brief as possible to prevent nutrient 
degradation, and the final temperature of the 
dairy product must be at or below 5 ºC 
(278.15 K). The cooling period is crucial for 
the product quality, as prolonged cooling can 
lead to increased nutrient loss and 
subsequent decline in product quality. 
Additionally, because microbial inactivation 
continues during cooling, the thermal profile 
and its evolution should be considered in the 
calculation of total pasteurization lethality and 
F-value. Despite this, the current lethality 
calculations typically account only for the 
come-up and holding phases of batch thermal 
processing. However, in some cases, the 
cooling phase significantly contributes to the 
total lethality and should be included in 
process design considerations to avoid 
unnecessary overprocessing and 
degradation of food quality. [5]. 
The simplest cooling method initially 
proposed involves immersing the dairy sachet 
in a water-ice bath under free convection 
conditions [2]. However, this approach 
overlooks a key thermodynamic characteristic 
of water: its density-inversion point near 3.98 
ºC. At this temperature, water reaches its 
maximum density and its volumetric 
expansion coefficient approaches zero, 
effectively reversing the direction of the 
buoyancy force. This inversion significantly 
hinders heat transfer by free convection when 
the fluid temperature approaches this point. 
Specifically, below 3.98 °C, a decrease in 
temperature leads to a decrease in density, 
causing the buoyant force to act upward. 
Conversely, above 3.98 °C, a temperature 
decrease results in an increase in density, 
producing a downward buoyant force. At 
exactly 3.98 °C, the buoyant force is 
approximately null due to the maximum 
density of the water. This unique behavior is 
often neglected in standard buoyancy models 

used to simulate free convection, despite the 
fact that buoyancy—driven by local 
temperature differences— is the primary 
force driving fluid motion in these scenarios. 
Therefore, it is essential that density models 
used in numerical simulations accurately 
capture the behavior of buoyant forces within 
the relevant temperature range. 
Heat transfer and fluid dynamics in natural 
convection involving water near its density-
inversion point have been extensively 
studied, particularly in the context of enclosed 
square cavity. Quintino et al. (2017) [7] 
reviewed research spanning from 1964 to 
2015, highlighting both experimental and 
numerical studies. These studies commonly 
involve square cavities oriented at various 
angles, with opposing hot and cold vertical 
walls. However, relatively few investigations 
have examined configurations where the cold 
surface at the bottom —cases which are 
particularly relevant for understanding the 
effects of penetrative convection [8-9]. Most 
studies adopt simplified water density 
models, such as the second-degree 
polynomial proposed by Debbler [10], the 
potential model by Gebhart & Mollendorf [11], 
or a fitted fourth-degree polynomial. These 
models typically span different temperature 
ranges of 0 – 8 ºC, 0 – 20 ºC and 0 – 40 ºC, 
respectively. 
Other heat transfer studies on natural 
convection near the anomalous density point 
of water have investigated a variety of 
geometrical configurations. These include 
convection around a horizontal cylinder 
enclosed in a rectangular cavity [12], within 
elliptical enclosures [13-14], in eccentric 
horizontal cylindrical annuli [15], in general 
annular enclosures [16], in concentric vertical 
cylinders of different heights [17], and in both 
concentric and eccentric cylindrical 
configurations [18-19]. These studies 
primarily focus on buoyancy-driven flow 
patterns influenced by the water density-
inversion phenomenon, or are applied to 
processes involving water fusion [20-21]. 
Additionally, several authors have 
investigated buoyant heat transfer in 
enclosed containers containing bluff or 
internal bodies of various shapes and 
positions, without strict temperature 
limitations. A comprehensive review of 
studies involving enclosed square cavities 
was presented by Pandey et al. (2019) [22]. 
Laminar natural convection from heated 
bodies of different geometries in cubic or 
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spherical enclosures has been examined 
both numerically and experimentally by 
Teertstra et al. (2004) [23], Kumar and 
Mahapatra, 2023 [24] explored natural 
convection inside a partially open enclosure 
with a cylindrical obstacle. Heat convection 
inside a cubic cavity with various heat sources 
has been studied numerically by Gibanov & 
Sheremet (2018) [25] and experimentally by 
Zhan et al. (2019) [26], with a focus on 
electronic heat dissipation. Furthermore, 
Priam et al, 2021 [27] provided an example of 
conjugate natural convection between two 
fluids. 
In standard texts on process engineering and 
heat transfer, the phenomenon of anomalous 
density inversion in water is rarely discussed 
in detail. These references typically apply the 
Boussinesq approximation [28-30] to model 
free convection, assuming small density 
variations and treating them as a linear 
function of temperature. This is done using a 
reference temperature and the corresponding 
volumetric thermal expansion coefficient. 
However, in the cooling of dairy products 
where the initial and final product 
temperatures are 63º C and 5º C, 
respectively, and the cooling bath 
temperatures ranges from 0º C and 10º C, this 
simplification becomes inadequate. Near 
3.98º C—where water reaches its maximum 
density—the volumetric expansion coefficient 
approaches zero. As a result, the linear 
approximation fails to accurately capture the 
non-monotonic behavior of water density, and 
thus does not adequately represent the heat 
transfer and fluid dynamics of the system 
under study. 
Based on the considerations above, the aim 
of this work was to compare buoyancy-driven 
heat transfer models under free convection 
during batch LTLT pasteurization using the 
Finite Volume Method (FVM) and the 
OpenFOAM v10 multiregion solver. 
Specifically, the study examined how the 
choice of density model affects fluid dynamics 
and heat transfer predictions, particularly in 
scenarios where the temperature range 
includes the water density-inversion point. In 
such cases, inaccurate modeling may lead to 
erroneous estimations of cooling time or even 
incorrect conclusions about whether the final 
target temperature is attainable within design 
constraints. This, in turn, has implications for 
the development of accurate industrial control 
systems. To address this, several density 
models were evaluated: polynomial functions 

of temperature (fifth-, third-, second-, and 
linear-orders) and Boussinesq 
approximations calculated at different 
representative temperatures (process 
average, bath average, and with negative 
thermal expansion). All other thermophysical 
properties were modeled as temperature-
dependent. The numerical results were 
validated and compared against experimental 
data to assess the accuracy of each 
approach. 
 
2. Materials and Methods 
For the analysis conducted in this study, the 
cooling process was simulated using a single 
dairy sachet submerged in a water and ice 
bath contained within a cylindrical enclosure. 
The sachet was positioned at the axial center 
of the system. Dynamic simulations were 
performed using the Finite Volume Method 
implemented in OpenFOAM v10. The FVM is 
a numerical technique for solving systems of 
partial differential equations, enabling the 
computation of time dependent temperature 
and velocity vector fields throughout the 
analyzed volume. This approach contrasts 
with classical design methods, which typically 
solve simplified systems of ordinary 
differential equations (ODEs) and assume 
spatially homogeneous temperatures. For the 
purpose of this study, the dairy product was 
modeled using the thermophysical properties 
of water. The simulations were evaluated at 
30, 60, 120, 360, 600, 900, 1200, 1800, 3000, 
3600, and 4000 seconds. 
The model was solved using OpenFOAM’s 
multiregion heat transfer solver, 
chtMultiRegionFoam, employing a mixed 
Euler and Crank-Nicolson time integration 
scheme with linear interpolation for cell 
values [31]. The dynamic system was 
resolved using the PISO (Pressure Implicit 
with Splitting of Operator) algorithm [32]. 
Simulations incorporated either fitted density 
models—expressed as polynomial functions 
of temperature—or the Boussinesq 
approximation. The fitted density models 
were selected and compared based on data 
from chemical engineering literature. 
To determine an appropriate mesh resolution 
for the FVM simulations, a mesh sensitivity 
analysis was conducted using a simplified 
benchmark system: a square cavity with 
isothermal lateral walls, with the left wall 
maintained at 283 K and the right wall at 273 
K. The resulting velocity and temperature 
were compared with published data by 
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Michalek et al. (2005) [33] and Phu & Nguyen 
(2020) [34] (See appendix A). 
 
2.1. Governing equations 
The governing equations used to model 
natural convection heat transfer between two 
enclosed fluids were the continuity equation 
(Eq. 1), the momentum conservation equation 
(Eq. 2) and the energy conservation equation 
(Eq. 3). These equations are presented in the 
form implemented by the OpenFOAM solver. 
The fluid was assumed to be incompressible, 
Newtonian, and the flow was considered 
laminar. 
𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (ρu) = 0      (1) 

𝜕(ρu)

𝜕𝑡
+ 𝛻 ⋅ (ρuu) = −𝛻p+𝛻 ⋅ (𝜇𝛻𝑢) + 𝛻 ⋅

[𝜇(𝛻𝑢)𝑇] −
2

3
𝜇𝛻(𝛻 ⋅ 𝑢)+ρg        (2) 

𝜕(ρh)

𝜕𝑡
+ 𝛻 ⋅ (ρuh) +

𝜕(ρK)

𝜕𝑡
+ 𝛻 ⋅ (ρuK) −

𝜕𝑝

𝜕𝑡
= 𝛻 ⋅

(
𝜅

Cp
𝛻ℎ)+ρu ⋅ 𝑔   (3) 

where ρ is the fluid density; u is the velocity; t 
is time; p is the pressure; h is the specific 
enthalpy, calculated as the integral of the 
specific heat with respect to fluid temperature; 
K is the kinetic energy, calculated as half the 
square of the modulus of u; κ is the thermal 
conductivity and Cp is the specific heat at a 
constant temperature. 
For this analysis, two models for density were 
proposed. The first represents density as a 
polynomial function of temperature (detailed 
in the next section). The second applies the 
Boussinesq approximation, defined as: 

ρ=ρ
0
(1 − 𝛽(𝑇 − 𝑇0))   (4) 

where β is the thermal expansion coefficient, 
T0 is a reference temperature and ρ0 is the 
density at the reference temperature. 
The temperature dependence of specific 
heat, dynamic viscosity, and thermal 
conductivity for water was defined using 
polynomial equations of third (Eq. 5), fourth 
(Eq. 6) and second (Eq. 7) degree 
respectively. The specific heat equation was 
derived from data in Fundamentals of 
Thermal-Fluid Sciences by Çengel [30]. The 
viscosity equation was fitted using values 
derived from Yaws’ Chemical Properties 
Handbook [35], within the range 273-500 K. 
This fitting approach was used to avoid the 
instabilities that arise when using high-degree 
polynomials outside their valid temperature 
range in simulations involving heating 
processes. 

Cp=1112.6 − 60.801T+0.17589𝑇2 −

1.9800𝑥10
−4𝑇3   (5) 

μ=0.101358 −

9.72703𝑥10
−4

T+3.50981𝑥10
−6𝑇2 −

5.62246𝑥10
−9𝑇3 + 3.36814𝑥10

−12𝑇4  (6) 

κ= − 0.2758 + 4.6120𝑥10
−3𝑇 − 5.5391𝑥10

−6𝑇2  
 (7) 

 
2.2. Water density models 
The values of water density as a function of 
temperature were taken from Kohlrausch 
(1986) [36]. In the temperature range from 0 
ºC (273.15 K) to 63 ºC (336.15 K), the water 
density was fitted using a fifth-degree 
polynomial (P5), which served as the most 
accurate model to represent density (P5) (Eq. 
8). Other models used for comparison were a 
cubic (P3) (Eq. 9), a quadratic (P2) (Eq.10) 
and a linear (P1) degree (Eq. 11) polynomial 
function. These were fitted over the same 
range as the fifth-degree function, except for 
the linear model, which was fitted between 0 
and 20 ºC, to obtain a more balanced 
approximation. 
ρ= − 6609.06 + 110.511𝑇 − 0.645635𝑇2 +

0.00190264𝑇3 − 2.83014𝑥10
−6𝑇4 +

1.69231𝑥10
−9𝑇5  (8) 

ρ=86.0224 + 8.19908𝑇 − 0.0234154𝑇2 +

2.06746𝑥10
−5𝑇3   (9) 

ρ=708.399 + 2.17349𝑇 − 0.00404582𝑇2  (10) 

ρ=1098.57 − 0.347789𝑇   (11) 

Another model applied to buoyant heat 
transfer used was the Boussinesq 
approximation, as described in Eq. 4. For this 
approximation, three alternatives were 
evaluated: one at the process average 
temperature of 31 ºC (304.15 K) (B304), a 
second one at the bath average temperature 
of 4 ºC (277.15 K) (B277), close to the point 
of maximum water density, and a third at 1 ºC 
(274.15 K) (B274), where volumetric 
expansion becomes negative. The 
corresponding values of volumetric 
expansion used were 3.03 x 10-4, 0.003 x 10-

4 and -0.5 x 10-4 K-1, and the reference 
densities were 994.03, 999.97 and 999.85 kg 
m-3, respectively. 
 
2.3. Pasteurizer 
The cooling phase of pasteurization was 
simulated in an insulated cylindrical container 
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filled with an ice-water bath. The container 
had a height of 0.15 m and a radius of 0.125 
m. A single hot dairy sachet, modeled as a 
right circular cylinder, was placed at the 
center of the container, maintaining a 9-mm 
clearance from the bottom surface to allow 
fluid circulation underneath. The dairy sachet 
contained 500 cm³ of fluid and was modeled 
as a cylinder with a height of 0.115 m and a 
radius of 0.0374 m. For the purpose of this 
study, the fluid within the sachet was 
assumed to exhibit the thermophysical 
properties of water. 
The dynamic simulation was carried out using 
the FVM implemented in the OpenFOAM v10 
software package [31]. 
 
2.3.1. Geometry and mesh 

The simulation domain consisted of two 
concentric cylinders: the outer cylinder, 
representing the ice-water bath, measured 
0.15 m in height and 0.125 m in radius, while 
the inner cylinder, representing the dairy 
sachet, measured 0.115 m in height and 
0.0374 m in radius. The inner cylinder was 
positioned concentrically and elevated 9 mm 
above the bottom surface of the outer 
container. 
The computational domain was divided into 
two thermally interacting regions: the dairy 
sachet and the surrounding water bath. These 
regions exchanged heat, but not mass. The 
bath region was assumed to be entirely liquid 
water. Since ice naturally floats on water, the 
influence of the ice was represented via an 
upper Robin boundary condition. 

 

 
Fig. 1. Boundary conditions and measurement points (left), and structured mesh of the computational domain (right). Bath 

region (blue) and sachet region (red), and temperature measurement locations (black points). 

 
An axial symmetry was applied; simplifying 
the problem to a two-dimensional mesh, 
using the OpenFOAM wedge patch. The 
computational domain was discretized into 
6860 structured square cells, of which 5618 
belonged to the bath region (Fig. 1b, yellow) 
and 1242 to the sachet region (Fig. 1b, red). 
To achieve this configuration, 70 vertical cells 
and 98 radial cells were defined, with a radial 
expansion of 0.5, producing a progressively 
finer mesh near the sachet (see Fig. 1b). This 
mesh design was informed by the cavity 
model analysis, using an equivalent average 
cell size to ensure consistent resolution. 
Time steps were variable, adjusted to 
maintain a Courant Number [31] of up to 0.5 
during the first 40 seconds of simulation and 
up to 1.0 thereafter. A mixed Crank-Nicolson 
and Euler time integration scheme [31] was 
applied, with weighting coefficient of 0.9. 
 
2.3.2. Boundary conditions 

Ice was modeled as an upper Robin boundary 
condition, with a fixed normal temperature 
gradient of 120 K m-1, representing the 
removal of heat due to the enthalpy of 
melting, and a fixed temperature value of 
273.15 K. In this simulation, ice was not 
modeled as a separate region, and the 
resulting meltwater was not considered. 
A total pressure of 100 kPa was imposed 
throughout the domain, with the static 
pressure calculated as: 

 
p=p

0
− 0.5|𝑢|2  (12) 

 

where p0 is the total pressure and u is the 
velocity vector. The bottom and external walls 
of the bath were considered to be adiabatic 
(insulated). All walls were assigned a no-slip 
condition, except for the upper Robin 
boundary, where a slip condition was applied. 
At the interface between the sachet and the 
bath, a baffle condition was used with no 
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added thermal resistance, along with a no-slip 
condition. Heat transfer across the interface 
was modeled using OpenFOAM’s 
turbulentTemperatureCoupledBaffleMixed 
boundary condition. In this condition, face 
temperature is evaluated as: 

 

𝑇face=T1 ∗ (
𝜅1𝛥1

𝜅1𝛥1+κ2𝛥2
)+T2(

𝜅2𝛥2

𝜅1𝛥1+κ2𝛥2
)       (13) 

 
where the subscripts 1 and 2 refer to the cells 
of each region, κ is the thermal conductivity, 
and Δ is the distance from the cell center to 
the interface. This expression is derived 
under the assumption of temperature 
continuity and equal heat flux across the 
interface. 
Due to numerical instabilities caused by heat 
transfer between two enclosed fluid regions—
especially near the beginning of the 
simulation when the velocity-pressure 
coupling diverges—four pressure-relief faces 
were defined at the top center of the sachet 
interface. These faces had a total radius of 7 
mm and were assigned a fixed total pressure 
of 100 kPa using Equation 12 (see Fig. 1; 
yellow surface). 
The initial conditions were set to 336 K (63 ºC) 
for the sachet and 275 K (2 ºC) for the bath. 
 
2.3.3. Experimental validation 
An experimental setup was developed to 
obtain temperature profiles for validating the 
simulation results. Six type-K thermocouples 
were used: three were inserted along the 
central vertical axis of the dairy sachet at 
different heights, and the remaining three 

were positioned to monitor the temperature of 
the bath. 
A 500-cm³ sachet of raw milk, with a height of 
0.115 m, was preheated to 336 K and then 
submerged within a 6.8-cm³ ice-water bath, 
with a radius of 0.125 m and an average initial 
temperature of 2 ºC. Ice was added to 
maintain thermal conditions, and 
measurements were recorded until complete 
melting of the ice. These experimental data 
were subsequently compared with the 
simulation results for validation purposes. 
 
3. Results and Discussion 
3.1. Comparison of the density models 
Figure 2 presents the fitted density models 
alongside data collected by Kohlrausch [36] 
and the CRC Handbook [37]. Among the 
models, only the cubic and fifth-degree 
polynomials exhibit a maximum density value. 
According to Kohlrausch’s data, the 
maximum water density is 999.973 kg m-3 at 
277.05 K, while the CRC Handbook reports a 
maximum of 999.9749 kg m-3 between 277.05 
and 277.15 K. In the present study, the 
maximum values for the cubic and fifth-
degree models were 999.952 kg m-3 at 275.88 
K and 999.969 kg m-3 at 277.10 K, 
respectively. Thus, the fifth-degree 
polynomial provides a more accurate 
estimate of the density peak. Furthermore, 
the average relative error of the fifth-degree 
model compared with the Kohlrausch and 
CRC data was 3.6 x 10-6 and 1.7 x 10-6, 
respectively, while the cubic model showed 
errors of 3.3 x 10-5 and 4.1 x 10-5, respectively. 

 

 
Fig. 2.  Comparison between modeled water density as a function of temperature (lines) and collected reference data (points). 

Models include fifth-degree (red), third-degree (blue), second-degree (orange), and linear (green) polynomial fits, data from 
Kohlrausch [36] (circles) and CRC Handbook [37] (square). 

 
Several handbooks and educational 
textbooks were reviewed regarding the 
treatment of water’s anomalous density 
behavior. Kreith’s Principles of Heat Transfer 
[28] provides tabulated data (Table 13) for the 

properties of liquid water at saturation 
pressure in 5 K increments. These data 
include a density inversion point and a 
negative coefficient of thermal expansion. In 
contrast, Holman’s Heat Transfer [29] 
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contains only tabulated values (Table A.9), 
which do not reflect any density inversion; it 
also includes Rayleigh number values per 
cubic meter and per degree Celsius with no 
negative entries. 
Typically, the density of a pure substance is 
usually modeled using the Rackett equation 
or a modified version. A model for water 
density using a modified Rackett equation 
(Eq. 14) is available in Yaws’ Chemical 
Properties Handbook [35]. However, this 
equation does not feature a mathematical 
maximum and therefore cannot represent the 
density inversion of water. Thus, it is 
unsuitable for modeling free convection heat 
transfer at low temperatures. 

 
ln(𝜌) = ln(347.1) + (−(1 −

𝑇

647.096
)0.28571)ln(0.274) 

(14) 

 
On the other hand, Perry’s Chemical 
Engineers’ Handbook [38] provides two 
models for water density: one valid from 
273.16 K to 647.096 K, and another from 
273.16 K to 353.15 K. These are given in Eqs. 
15 and 17, respectively. 
 

ρ=(17.863 + 58.606𝜏0.35 − 95.396𝜏2 3⁄ +

213.89𝜏 − 141.56𝜏4 3⁄ )𝑥18.015  (15) 
 

τ=(1 −
𝑇

647.096𝐾
);T=[273.16;647.096]𝐾   (16) 

ρ=(−13.851 + 0.64038𝑇 − 0.00191𝑇2 +

1.8211𝑥10
−6𝑇3) ∗ 18.015;T=[273.16;353.15]𝐾  

(17) 

 
Only the second model (Eq. 17) exhibits a 
maximum value at 278.83 K with a density of 
1003.23 kg m-3, which is 1 K higher and 3 kg 
m-3 greater than the experimental value of 
999.973 kg m-3 at 277.05 K reported by 
Kohlrausch. While this discrepancy may be 
acceptable for modeling natural convection 
with a cubic approximation, the 
overestimation is evident in Figure 4 (off by 3 
kg m-1). As with other references, Perry’s 
Handbook also includes tabulated values of 
saturated liquid water properties at 2 K 
intervals. 
 
3.2. Comparison between simulations 
with different density models 
Figure 3a displays the volume-averaged 
temperature of the bath as a function of 
simulation time. At 4000 seconds, the 
maximum temperature difference between 
models is approximately 6 K, with the lowest 
temperature of around 273 K predicted by the 
B304 model and the highest temperature of 
around 279 K predicted by the B274 model. 
Additionally, the temperature profiles of the 
linear and quadratic models are nearly 
identical. The linear and B304 models also 
show similar temperature trends. 

 

 
(a) (b) 

Fig. 3. a) Volume-averaged temperature of the bath as a function of simulation time. b) Volume-averaged temperature of the 
sachet as a function of simulation time. 

 
Figure 3b shows the volume-averaged 
temperature profile of the fluid inside the 
sachet. It can be observed that the B304 
model results in the fastest cooling rate, 
reaching 278 K at 1100 s, whereas the more 
accurate fifth-degree model reaches the 
same temperature at 2824 s. In contrast, the 
B277 and B274 models do not reach the 

target temperature within the simulated time 
frame. 
Furthermore, the average temperatures of 
both regions in the linear and quadratic 
models are nearly similar. The profiles of the 
average temperature within the bath for the 
linear and B304 models are also very similar, 
although the B304 model exhibits a greater 
cooling rate. The model showing the highest 
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thermal inertia is B277, as its expansion 
coefficient is close to zero, which leads to 
lower convective flow velocities. 
For the cubic and fifth-degree models, the 
bath temperature remains around 275.5 K 
and 276 K, respectively, for most of the 
simulation. This behavior is attributed to the 

density inversion points at 275.88 K and 
277.1 K, respectively. Thus, both models—
characterized by anomalous density 
behavior— show similar temperature profiles, 
with slight differences due to variations in the 
location of their maximum density points. 

 

 
Fig. 4. Streamlines in the bath, colored by temperature, and temperature field within the sachet, at 360 s. a) linear, b) quadratic, 

c) cubic, d) fifth-degree, e) B304, f) B277 and g) B274. 

 
Figures 4 and 5 display the bath streamlines 
colored by temperature alongside the 
temperature gradient within the sachet. 
These visualizations can be analyzed in 
conjunction with Figure 6, which shows the 
bath streamlines colored by the magnitude of 
the flow velocity. As indicated in Figure 3b, the 
Boussinesq models B277 and B274 do not 
reach the target temperature of approximately 
278 K, suggesting that the overall heat 
transfer and flow velocities in these models—
visible on Figure 6f and 6g— are lower 
compared to the other models. 
The streamlines shown in Figure 6 help 
explain the subsequent results. The B277 and 
B274 models exhibit reduced buoyancy due 
to the lower absolute values of the volumetric 
expansion coefficient. In the case of B277, 

this coefficient is nearly zero, resulting in the 
slowest overall heat transfer among all 
models, as illustrated by the velocity scale in 
Figure 6f. Conversely, the B274 model, which 
has a negative volumetric expansion 
coefficient evaluated at 274 K, experiences 
inverse buoyancy throughout the process. As 
the temperature rises, the density also 
increases, causing the warmer fluid to sink 
and producing a descending temperature 
gradient. As a result, with the coldest region 
located at the top of the domain, heat transfer 
through the upper cold surface occurs 
primarily via conduction. This leads to lower 
flow velocities and the stratification of the 
fluid, as evident in the streamlines and a 
temperature gradient shown in Figures 5g 
and 6g. 

 

a b c d 
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Fig. 5. Streamlines in the bath, colored by temperature, and temperature field within the sachet, at 1200 s.  a) linear, b) 

quadratic, c) cubic, d) fifth-degree, e) B304, f)  B277 and g) B274. 

 
Another observation from the streamlines at 
1200 s (Figs. 5 and 6,) for the B304 model is 
that, despite having the lowest average 
temperature (274.02 K) and a small 
temperature difference between the cold and 
hot surfaces, it exhibits the highest fluid 
velocity. This suggests that, in this case, 
evaluating fluid properties at the average 
process temperature is not appropriate for 
this model—a discrepancy also reflected in 
the experimental validation. As observed 
previously, the streamlines indicate reduced 
diffusion in models with a low thermal 
expansion coefficient. Nevertheless, the fluid 
velocity in the B304 model remains the 
highest among all models analyzed. 
The streamlines shown in Figure 5 at 360 s, 
indicate that the models generally exhibit 
similar flow patterns, with the exception of 
those using a low and constant absolute value 
for the thermal expansion coefficient (B277 
and B274). This similarity across models may 
be attributed to the predominance of local 

buoyant effects near the sachet wall, which 
drive the flow regardless of whether the 
average bath temperature is above or below 
the density inversion point. Notably, even in 
the B277 model, where the thermal 
expansion coefficient is nearly zero and 
buoyancy acts in the opposite direction, 
localized buoyant forces still influence the 
flow near the sachet interface. 
Local heat transfer for the seven density 
models were obtained using OpenFOAM’s 
wallHeatTransfer postProcess command. 
The results, shown in Figure 7, illustrate that 
at 360 s (Fig. 7a), all models follow a similar 
overall trend. The B274 model shows notably 
lower heat transfer along the bottom surface 
of the sachet. On the lateral wall, heat transfer 
generally increases with height in all models, 
with the exception of the B277 model, which 
maintains a nearly constant value of 
approximately 3300 W m-2. Conversely, on 
the upper wall, heat transfer decreases 
across all models. 

 

a b c d 
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Fig. 6. Streamlines in the bath region colored by the magnitude of flow velocity and temperature field of the sachet, at 1200 s. a) 

linear, b) quadratic, c) cubic, d) fifth-degree, e) B304, f) B277 and g) B274. 
 

 
Fig. 7. Local heat transfer along the sachet-bath interface, from bottom to top, at a) 360 s; b) 1200 s and c) 3600 s. Vertical 
dashed lines indicate the interface vertices, dividing the interface into three regions: bottom, lateral, and top. Positive values 

represent heat flow from the sachet to the bath; negative values indicate the opposite. 

 
As the simulation progresses to 1200 s (Fig. 
7b), reverse heat transfer—from the bath to 
the product—occurs at the bottom wall of the 
sachet models with a low thermal expansion 
coefficient. This effect is primarily is due to 
thermal stratification within the bath and heat 
accumulation near its lower region, 
particularly in the B274 model. Moreover, the 
sachet is modeled using the fifth-degree 
density formulation, which causes its lower 
portion to reach the lowest temperature, 
thereby generating a reverse temperature 
gradient. In the case of the b277 model, the 
reduced circulation velocity leads to similar 
heat buildup below the sachet, as evidenced 
by the streamlines (Fig. 6). In contrast, the 
remaining models show a general decrease 
in heat transfer, attributed to a diminishing 
temperature gradient. 

 
3.3. Experimental validation 
A comparison between the experimental 
temperature measurements and the fifth-
degree simulation results at three locations 
inside the sachet (points 1, 2 and 3) is 
presented in Fig. 8a and detailed in Table 1. 
Overall, the simulation results show good 
agreement with the simulation and the 
experimental data, with average absolute 
errors of 0.788 K, 1.346 K and 1.324 K for 
points 1, 2 and 3 respectively. A 95th 
percentile of the error of 2.127 K, 4.920 K and 
2.853 K for the same points, with point 2 
showing the largest deviation—primarily 
during the first 100 seconds. This discrepancy 
may be attributed to an electrical short circuit 
in the sensor, movement of the sachet or the 
thermocouple within the bath, or experimental 
limitations, such as the opacity of milk, which 

a b c d 

g f e 

a b 



Carlos A., Schvezov et. al.: Influence of density models on the numerical modeling of natural convection near 66 

RECyT / Year 27 / Nº 43 / 2025 

made visual confirmation inside the sachet 
impossible. Additionally, Fig. 8a shows a 
temperature inversion at 2550 s in the 

simulated data, with point 3 registering the 
highest temperature and point 1 the lowest. 

 

 
Fig. 8. a) Comparison between temperature profiles predicted using a fifth-degree density model and experimental data at three 

locations (points 1, 2 and 3) within the sachet region. b) Comparison between temperature profiles predicted using a 
Boussinesq approximation evaluated at 304 K and experimental data at three locations (points 1, 2 and 3) in the sachet region. 

 

As for the other simulations, a comparison 
between experimental data and the B304 
model is shown in Fig. 8b, which 
demonstrates that this model does not 
adequately estimate the temperature profile 
of the process. The simulated temperature 
begins to deviate from the experimental data 
after approximately 300 seconds. At 2000 
seconds, the simulated temperatures are 
3.204 K, 4.120 K and 6.044 K lower than the 
measured values at points 1,2 and 3, 
respectively. The average absolute error for 
these points were 3.911 K, 3.467 K and 2.989 
K, respectively, while the 95th percentile 
errors were 4.931 K, 4.920 K and 6.062 K 
respectively. 

On the other hand, the cubic density model 
also showed good overall agreement with the 
experimental data, with average absolute 
errors of 1.572 K, 1.685 K and 1.288 K for 
each point. The corresponding 95th 
percentile errors were 2.204 K, 4.920 K and 
2.863 K. The quadratic model yielded higher 
average absolute errors of 2.660 K, 2.308 K 
and 1.353 K for each point, with 95th 
percentile errors of 3.498 K, 4.920 K and 
2.897 K, respectively. Additionally, the 
quadratic model underestimated the final 
temperature by 3.0 K, 3.7 K and 4.69 K for 
points 1, 2 and 3, whereas the cubic model 
underestimated by 0.476 K, 1.291 K and 
2.290 K, respectively. 

 
Table 1. Model comparison with experimental data at each measured point. See Figure 1. 

 

Model 
Measured point 

1 2 3 4 5 6 

       Average absolute error [K] 

P5 0.79 1.35 1.32 1.31 0.65 1.48 

P3 1.57 1.69 1.29 1.76 0.61 0.63 

P2 2.66 2.31 1.35 2.03 1.24 1.67 

B304 3.91 3.47 2.99 2.93 1.76 4.36 

     95th Percentile of the error [K] 

P5 2.13 4.92 2.85 1.81 1.19 1.77 

P3 2.20 4.92 2.86 2.53 1.19 1.42 

P2 3.50 4.92 2.90 3.83 2.67 2.94 

B304 4.93 4.92 6.06 4.66 3.46 6.29 

Temperature deviation [K] at 3000 s (experiments minus 
simulations) 

P5 -0.08 -0.57 -1.53 -0.39 -2.30 1.96 

P3 -0.48 -1.29 -2.29 -1.52 -2.12 1.90 

P2 -3.00 -3.70 -4.69 -3.81 -4.44 -0.61 

B304 -4.02 -4.56 -5.45 -4.26 -4.92 -1.25 

a) b) 
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Similarly, in the bath region, a comparison 
between the temperatures predicted by the 
fifth-degree and cubic density models and the 
experimental temperatures at three points 
(points 4, 5 and 6) is shown in Figure 9a and 
9b, respectively, and detailed in Table 1. The 
average absolute errors for points 4, 5 and 6 
were 1.31 K, 0.653 K and 1.476 K, 
respectively, while the 95th percentile errors 
were 1.813 K, 1.186 K and 1.774 K. The 
discrepancies between the experimental and 
simulated results may be attributed to 
simplifications in the geometry—such as 
modeling the sachet as a perfect cylinder— 
and the omission of air in the headspace, as 

well as a possible deviation of the sachet’s 
vertical axis. For points 4 and 5, the 
simulation slightly underestimated the 
experimental temperatures; at 3000 s, both 
models predicted temperatures 1.45 K lower 
than the experimental values. This 
discrepancy may result from low insulation in 
the experimental setup’s lateral walls and the 
fixed gradient used in the model’s top 
boundary condition. In the case of point 6, 
deviations could stem from minor 
thermocouple movement, misalignment of the 
sachet axis, and the assumption of laminar 
flow in the simulation. 

 

 
Fig. 9. a) Comparison between temperature profiles predicted with a fifth-degree density model and experimental temperature 
profiles at three locations (points 4, 5 and 6) in the bath region.  b) Comparison between temperature profiles predicted with a 

cubic density model and experimental temperature profiles at three locations (points 4, 5 and 6) in the bath region. 

 
Nevertheless, the predicted temperature 
showed overall good agreement with the 
experimental data, and the temperature 
trends were consistent. As point 2 is located 
below point 4, it consistently exhibited a 
higher temperature, supporting the choice of 
a density model that includes a density-
inversion point for accurately capturing 
buoyancy-driven heat transfer in the bath. 
Lastly, point 6 lies within the boundary layer, 
where a sudden temperature increase is 
expected; however, the model responds more 
slowly and fails to capture such rapid 
transitions. 
 
4. Conclusions 
The performance of seven density models—
linear, second-degree, third-degree, fifth-
degree, B304, B277, and B274—was 
evaluated over a temperature range of 273 K 
to 336 K to represent the cooling process 
near water’s density inversion point using a 
finite volume method. The following 
conclusions were drawn. 

Density models that incorporate a density 
inversion point—such as the fifth-degree and 
cubic models presented in this study—proved 
to be the most accurate in reproducing the 
experimental results from the pasteurization 
process. This was consistently validated 
throughout the simulations. In contrast, the 
other models failed to accurately predict the 
final temperatures and the time required to 
reach them. These findings highlight the 
critical importance of selecting an appropriate 
density model that accurately represents fluid 
behavior across the full temperature range of 
the simulated process—an aspect often 
overlooked in some textbooks and 
handbooks, many of which rely on models 
lacking a density inversion point. Additionally, 
this work provided streamlines and 
temperature profiles for natural convection 
heat transfer in a cylindrical enclosure with a 
blunt concentric cylinder filled with fluid. 
When the cold plate was positioned at the top, 
some models—such as linear and quadratic 
polynomials, as well as the Boussinesq 
approximation evaluated at 304 K (B304)—

a b 
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resulted in faster cooling of the pasteurized 
product. In contrast, other models—including 
the cubic and fifth-degree polynomials, the 
Boussinesq approximation at 277 K (B277), 
and at 274 K (B274)—exhibited delayed 
cooling due to reduced flow velocity and 
pronounced stratification effects. 
In conclusion, modeling and simulating heat 
transfer and fluid dynamics in scenarios 
where the density inversion point lies within 
the temperature range underscores the 
importance of selecting appropriate density 
models—particularly when buoyancy is the 
primary driving force in the system. 
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Appendix. Free convection inside a cavity 
A square enclosed cavity model was 
developed to validate the appropriate water 
density model and mesh resolution. The 
cavity measured 38 mm by 38 mm, with the 
left wall maintained at a constant temperature 
of 10 ºC (283.15 K) and the right wall at 0 ºC 
(273.15 K). The upper and lower walls were 
thermally insulated and a no-slip boundary 
condition was applied to all walls. The cavity 

was discretized using a regular square mesh 
of 160 by 160 cells, totaling 25,600 cells. A 
coarser mesh of 16 by 16 cells was also 
simulated to assess the influence of mesh 
size on the results. For the simulations, the 
governing equations (Eqs. 1– 3, 5) and 
thermophysical property relations (Eqs. 5-8) 
were employed. 
The results were compared with those 
reported by Michalek et al. (2005) [33] and 
Phu & Nguyen (2020) [34]. To facilitate this 
comparison, dimensionless numbers along 
both the vertical and horizontal centerlines of 
the cavity were analyzed. The dimensionless 
quantities used in the analysis were: 
     (Eq. A.1 – A.4) 
where x and y are the horizontal and vertical 
coordinates, respectively; L is the length of 
the cavity, Ux and Uy are the horizontal and 
vertical components of the velocity vector, 
respectively; and α is the thermal diffusivity. 
Figure A.1 presents the comparison through 
dimensionless velocity components along the 
central horizontal plane: Figure A.1a shows 
the horizontal component of the 
dimensionless velocity as a function of cavity 
length, while Figure A.1b displays the vertical 
component. As observed, the simulation 
results obtained using the refined mesh 
exhibit good agreement with those reported 
by Michalek et al., particularly near the center 
of the cavity. In contrast, the results from the 
coarser mesh display noticeable 
discrepancies, especially in the central 
region. 
Figure A.2 displays the streamlines resulting 
from simulations performed with both coarse 
and refined meshes. The figure clearly 
illustrates that the coarse mesh fails to 
accurately capture the formation and 
structure of the vortices, in contrast to the 
refined mesh, which provides a more precise 
representation of the flow field. These findings 
support the conclusion that the average cell 
size used in the refined mesh is appropriate 
and can be reliably applied in the other 
simulations conducted in this study. 
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Fig. A.1. Dimensionless velocity along the central horizontal plane. x component (a), y component (b). Blue: coarse mesh 

simulation, orange: refined mesh, magenta dots: Nguyen data [34], red: Michalek data [33]. 
 

 
Fig. A.2. Streamlines colored by temperature. Left: coarse mesh simulation; right: refined mesh simulation. 

a b 


